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Abstract The need for academic researchers to retrieve
patents and research papers is increasing, because apply-
ing for patents is now considered an important research
activity. However, retrieving patents using keywords is
a laborious task for researchers, because the terms used
in patents for the purpose of enlarging the scope of the
claims are generally more abstract than those used in re-
search papers. Therefore, we have constructed a frame-
work that facilitates patent retrieval for researchers, and
have integrated research papers and patents by analysing
the citation relationships between them. We obtained
cited research papers in patents using two steps: (1)
detection of sentences containing bibliographic informa-
tion, and (2) extraction of bibliographic information from
those sentences. To investigate the effectiveness of our
method, we conducted two experiments. In the exper-
iment involving Step 1, we prepared 42,073 sentences,
among which a human subject manually identified 1,476
sentences containing citations of papers. For Step 2, we
prepared 3,000 sentences, in which the titles, authors,
and other bibliographic information were manually iden-
tified. We obtained a precision of 91.6%, and a recall of
86.9% in Step 1, and a precision of 86.2% and a recall of
85.1% in Step 2. Finally, we constructed an information
retrieval system that provided two methods of retrieving
research papers and patents. One method was retrieval
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by query, and another was from the citation relationships
between research papers and patents.
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1 Introduction

To appreciate the scope of a particular research field, re-
trieving both research papers and patents has become
important for researchers in research fields with a high
industrial relevance, such as bioscience, medical science,
computer science, and materials science. However, re-
trieving patents using keywords is a laborious task for
researchers, because the terms used in patents for the
purpose of enlarging the scope of the claims are gener-
ally more abstract and more creative than those used
in research papers. As a result, different patents tend
to contain different terms, even though these terms re-
fer to the same things. Moreover, it is often necessary
for researchers to use patent classification codes, such
as International Patent Classification (IPC) codes and
F terms, for effective patent retrieval, but professional
skills and abundant experience are also required. There-
fore, we propose a method that enables researchers to
retrieve patents without the need for any professional
skills.

We have integrated research papers and patents by
extracting the citation information from patents. For a
given retrieved research paper, any related patents can
also be found by tracing the citation relationships be-
tween the paper and any patents. Therefore, it is possi-
ble for researchers to retrieve patents, even though they
may not have any special skills for retrieving patents.

Our integrated database is also useful for examiners
in government patent offices, and for searchers in the in-
tellectual property divisions of private companies. Their
particular purpose is to carry out an “invalidity search”
on existing patents or on research papers that can in-
validate the patents of rival companies or patents under
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application in a national patent office. Patents that have
many citations of papers are considered relevant to inva-
lidity search, especially in detecting research papers that
can invalidate the other patents.

Our system is also useful for researchers in scien-
tometrics. In this research field, the citations between
patents and research papers are used to analyse the influ-
ence of science to technology [13][18]. In general, if basic
research in a domain strongly affects a technology, then
it is assumed that the patents in that specific domain
will cite many papers. Therefore, researchers measure
the relevance of basic research to an industry by count-
ing the number of cited research papers in patents in a
given domain. Manually constructed citation databases
are used in this type of analysis, but our automatically
integrated database allows this type of analysis to be
carried out efficiently.

The following four points need to be considered to
integrate a patent and a research paper database,

1. Extraction of cited papers in a research paper.
2. Extraction of cited patents in a research paper.
3. Extraction of cited patents in a patent.
4. Extraction of cited papers in a patent.

In this work, we have integrated a Japanese patent
database and a multilingual research paper database,
“PRESRI” (Paper REtrieval System using Reference
Information)'[14-16], which was constructed by collect-
ing more than 78,000 PostScript and PDF files found on
the Internet and extracting the bibliographic informa-
tion from these files. This database also contains bibli-
ographic from more than 346,000 cited papers that was
extracted from the files. For each cited paper, one of the
following citation types were automatically determined
by analysing the context of the citations in the research
papers using several cue phrases [14,15].

— Type B: Citations to other researchers’ theories or
methods.

— Type C: Citations comparing related work or to point
out problems.

— Type O: Citations other than Types B and C above.

Using this database, Points 1 and 2 above are already
resolved. However, it is impossible to apply their method
to extract cited patents and papers in a patent, because
citation styles in patents are much different from those in
research papers, which we will describe in Section 3.2.2
in detail. Therefore, we focused on Points 3 and 4.

In general, Japanese patent specifications have the
following structure:

— Invention title.
— Claims.
— Detailed description.
— Field of the invention.
— Prior art.
— Means of solving the problems.

! http://www.presri.com

— Embodiments of the invention.
— Effects of the invention.
— Brief explanation of drawings.

In the “prior art” field, the author of the patent cites
other related patents and/or papers. Therefore, we ex-
tracted citation information from the “prior art” field.

The remainder of this paper is organized as follows.
Section 2 describes some related works. Section 3 ex-
plains the procedure used to integrate the research paper
and patent database, and discusses how we investigated
the effectiveness of our method by conducting some ex-
aminations. Section 4 discusses our experimental results,
and Section 5 discusses the behaviour of our system. Fi-
nally, we provide our conclusions in Section 6.

2 Related Work

In this section, we describe some related works in “inva-
lidity searches”, “cross-genre information retrieval”, and
“scientometrics”.

Invalidity searches

An invalidity search task was performed in the Patent
Retrieval Task of the Fourth [3], the Fifth [4], and the
Sixth [5] NII Test Collection for Information Retrieval
(NTCIR) workshops. The goal of this task was to retrieve
patents that could invalidate existing claims. Five groups
with 21 systems participated in the Japanese retrieval
subtask in the Sixth NTCIR, and the systems were eval-
uated using the Mean Average Precision (MAP). The
best system obtained a MAP of 0.0815 [12]. The system
analysed the structure of queries, and weighted terms
in particular essential parts of the queries, using sev-
eral weighted methods, such as the inverse document
frequency (IDF) without a term frequency (TF) method.

In contrast to the task at the NTCIR, we aimed to
retrieve both patents and research papers that could in-
validate existing claims. By integrating both patent and
research paper databases, we were able to construct a
cross-genre retrieval environment.

Cross-genre information retrieval

There has been much research in the field of cross-
genre information retrieval, such as that discussed in
the technical survey task of the Patent Retrieval Task
of the third NTCIR workshop [11]. This task aimed to
retrieve patents relevant to a given newspaper article. In
this task, Itoh et al. focused on “Term Distillation” [10].
The distribution of the frequency of the occurrence of
words was considered to be different between heteroge-
neous databases. Therefore, unimportant words were as-
signed high scores when using TFIDF to weight words.
Term Distillation is a technique that can prevent such
cases by filtering out words that can be assigned incor-
rect weights. This idea was also used to link news arti-
cles and blog entries [9]. This is considered to be use-
ful for integrating Japanese patent and research paper
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databases. However, a machine translation technique is
also required in our case, because most of the papers
in PRESRI are written in English. Therefore, we inte-
grated our patent database and PRESRI by analysing
the citation relationships between these databases.

There have been several reports on the quality of ci-
tations between research papers and patents [1][21]. Ac-
cording to Schmoch [21], patent citations can be divided
into two types: (1) documents of particular relevance,
and (2) references concerning the general background.
Schmoch reported that 29% of all citations can be clas-
sified as Type 1. He also showed in another paper that a
large number of references can be linked to citing patents
in the field of space technology in a very broad sense [20].
Although the ratio of citations in Type 1 is different for
each domain, searchers are required to select relevant ci-
tations to some extent, when they collect documents by
tracing citations. As it is difficult to identify the category
of each citation automatically, the problem of cross-genre
information retrieval is not fully resolved by analysing ci-
tation relationships alone. However, we still take an op-
timistic view of using citations, because they have been
used successfully in scientometrics research, which is de-
scribed below.

Scientometrics
Scientometrics is “the study of the measurement of

scientific and technological progress”. One of the typi-
cal techniques used in scientometrics is to evaluate the
productivity of individual researchers, organizations, and
countries using bibliometric techniques, such as an im-
pact factor. Another typical method used in scientomet-
rics is to measure how basic science affects technologies
in a given research field using the citation relationships
between research papers and patents. These results can
be used by governments or by private companies for al-
locating research funds to research areas that have high
industrial relevance.

Many studies focusing on citations between papers
and patents have been carried out. To observe the links
between industry and basic science, Narin et al. traced
the citations between patents and research papers, pub-
lished in the USA, UK, Germany, Japan, and France,
and showed both the domestic and international effect
of science on technology [18]. Other related works in this
field has been summarized by Meyer in a review article
[13]. The citation databases in these analyses were con-
structed manually, but we have integrated patent and
research paper databases automatically, which makes it
possible to conduct this type of analysis more effectively.

3 Integration of Patent and Research Paper
Databases

3.1 Procedure for the Integration of Patent and
Research Paper Databases

We integrated the patent and research paper databases
by citation, as research papers are usually cited in the

prior art fields. Figure 1 shows an example of a citation
of a research paper in the prior art field. Here, the serial
number is shown at the beginning of each sentence as
a reference. Among the three sentences shown in Figure
1, the paper is only cited in Sentence 3. To extract any
bibliographic information from the cited papers in the
prior art field, we must first extract such sentences (Step
1), and then identify any bibliographic information from
them, such as the title or author (Step 2).

In the final step, we identified any duplicate publi-
cation number of the patent that had been extracted
in the previous step. Then, the data from PRESRI and
the extracted bibliographic information of the research
papers carried out in the first step were gathered and
identified as duplicate bibliographic information. Unlike
patents, a research paper does not have an identification
(i.e., publication) number. For this reason, it is neces-
sary to compare titles, publication year, and other fields
between two papers.

There are many related works for this task [6,8,7],
but we used a method based on Nanba’s work to identify
duplicate bibliographic information in papers [16]. The
procedure used was as follows.

1. Eliminate particular marks, such as punctuation and
hyphens, from both titles.

2. Compare the year of publication.

3. Calculate how similar two strings are using a tech-
nique called dynamic programming (also known as
“edit distance”) [19].

4. Identify bibliographic information if the ratio exceeds
a threshold value, and if the publication years match
(if one or both publication years are not extracted in

[original]
)%% @@@ﬁV§4Viiﬁa§ E, SR
uw%?“%.’ﬂi )\77/\5'/&%% Z o EDRETA
u—?itﬁ%@ W@ﬁmﬁf TOLERDD. (2)
O AT T %iéwﬁﬁm LT% i A A
eIz, HENE R R 0 B A R L 7 D, WS X L x AT
A&/mmiﬁbﬂﬁkk&é; ’%mmﬁﬁ%mzt
DLTWD. )%*01/74/i$£ﬁﬁ$®—M#
1995 4F, FHEfM, A he—J W07 7 0 VEHE A2 A
VIA PRI PFEERE GBI RIEE e EE PRU9S-
111 pp. 49-54) IZFREH I TV D

(>

[translation)]

(1) Traditionally, this type of online character recognition
system requires the assignment of strokes or feature points
between an input pattern and a standard pattern for high
accuracy character recognition. (2) In this assignment, stroke
order and stroke count are used as the constraints for a ro-
bust recognition of various types of handwriting, and stan-
dard patterns are transformed so as to match an input
pattern. (3) An example of a traditional online charac-
ter recognition method is described in the following paper.
1995, Wakahara, et al. Online handwriting Kanji

character recognition using affine transformation for each

stroke (IEICE Technical Report PRU95-111, pp. 49-54).

Fig. 1 An example of a citation of a research paper in a prior
art field
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the extraction stage, then we considered that both
years matched).

In the following subsection, we describe the first two
steps.

3.2 Extraction of Cited Research Papers

3.2.1 Detection of Sentences Containing Bibliographic
Information

In general, this type of sentence contains several useful
cue phrases. For example, the citation of a paper often
follows the phrase, “—%1 (one example)”, such as in Sen-
tence 3 in Figure 1, while “IZ5C#k (described in)” follows
a citation of a paper. The terms “Vol. (volume)”, “No.
(number)”, and “pp. (page range)” are also useful. On
the other hand, some phrases, such as “#T# (newspaper
article)” or “f§&F (patent)”, seldom appear in this type
of sentences. Therefore, we used such cue phrases to de-
tect sentences that contained bibliographic information.

We manually analysed hundreds of prior art fields
that were randomly selected from a patent database, and
found that there were three types of cue phrases:

— Positive cues
— External cues appeared before, or after a cita-
tion of a paper, e.g., “fil ZI¥ (for example)”, “—
% (one such example)”, and “IZFE#E (described

in)”.
— Internal cues appeared in the citation of a pa-
per, e.g., “pp.”, “Vol”, and “No.”

— Negative cues did not appear in sentences that

cited research papers,

e.g., “HiiH (newspaper article)” and “§¥T (patent)”.

However, it is costly to form an exhaustive list of cue
phrases manually, because the ratio of cited papers in
a prior art field is not as high as that of cited patents.
Nevertheless, the style of citations is different in patents
compared with research papers. For example, the ex-
pressions, “pp.”, “p.”, and “pages” are used when the
pages of cited patents are expressed in research papers.
In addition to these expressions, “H” (page) and “~—
27 (page) are also used in patents. Unfortunatelly, we
could not cover enough cue phrases to detect sentences
containing bibliographic information from hundreds of
prior art fields. Therefore, we collected cue phrases semi-

automatically using three corpora: “PRESRI”, “PATENT”,

and “PRIOR ART 1.”2 The detail of these corpora are
shown in Table 1.

To collect cue phrases efficiently, we carried out the
following procedure using these corpora.

2 We released these data to the research groups that had
entered into a license agreement with the NTCIR-6 test
collection of the National Institute of Informatics (NII),
Japan. Please refer to the NTCIR Web Page for details
(http://ntcir.nii.ac.jp). In this data set, the tags were anno-
tated by a single human analyst, and were checked a different
analyst.

Table 1 Three corpora for collecting cue phrases

[ Name | Genre | Description | Language |
PRESRI Paper | 346,000 bibliographic English /
information Japanese
PATENT || Patent | 3,747,000 full text Japanese
applications published
in the 10 years between
1993 and 2002 (100GB)
PRIOR Patent | 42,073 sentences with Japanese
ART 1 manually annotated tags.
PRIOR Patent | 3,000 sentences with Japanese
ART 2 manually annotated tags

- PRIOR ART 1 is the corpus for detection of sentences
containing biliographic information.

- PRIOR ART 2 is the corpus for extraction of biliographic
information.

[1. Initial selection step]

We extracted arbitrary length character strings in a
“source of paper” item (usually a conference name or
the title of a journal) in the PRESRI corpus to obtain
candidates for the cue phrases to be included. Then, we
manually selected the included cue phrases, such as “Pro-
ceedings of” and “Workshop of”, from these candidates.

[2. ML step]

We applied the Support Vector Machine (SVM)
method to the “PRIOR ART 1” corpus. We extracted
features from each sentence in the PRIOR ART 1 cor-
pus, which included information on the existence of each
cue phrase. We used a polynomial kernel with a degree
= 2, and obtained a classifier that identified sentences
containing cited papers. Here, we used the existence of
cue phrases as a feature of our machine learning.

[3. Iterative selection step]

We extracted sentences from the PATENT corpus us-
ing the classifier. Then, we looked for other cue phrases
from the sentences. When we found new cue phrases, we
returned to the ML step discussed above.

By repeating the above steps until no more cue phrases
were obtained, we finally obtained 14 external cues, 22
internal cues, and two negative cues. We also obtained an
SVM-based sentence extractor using these cue phrases.
The Appendix shows a list of these cue phrases.

3.2.2 Extraction of Bibliographic Information

We used information extraction based on machine learn-
ing to extract any bibliographic information, such as the
title or authors, from the sentences extracted in the pre-
vious step discussed above. In the following subsection,
we define the tags used in our examination, and then
describe our extraction method.
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Tag Definition

We defined a tag set for the bibliographic information

in the prior art field as follows.

E-AUTHORS and J-AUTHORS included the au-
thors’ names written in English and Japanese, respec-
tively. If a paper had multiple authors, then the AU-
THORS tags were also added before the first author
and after the last author.

E-TITLE and J-TITLE included the title of the
paper written in English and Japanese, respectively.
The TITLE tag excluded any quotation marks.
E-SOURCE and J-SOURCE included the source
of the paper written in English and Japanese, respec-
tively. The tag included the title of any conference
proceedings, volume, number, publisher, or URL.
DATE included the publication year. The DATE
tags could also include the month or day (e.g., “Septem-
ber 2003”).

those in papers, we applied the state transition model
for papers [16] shown in Figure 3 to citations in patents.
Here, we ignored DATE and PAGE tags, because these
were not contained in the transition model. As a result,
we found that 62.2% of citations in patents were not ac-
cepted using this model. 3

AUTHORS-TITLE-SOURCE
AUTHORS-SOURCE
AUTHORS-TITLE
TITLE-SOURCE

SOURCE

TITLE

Fig. 3 State transition models for research papers [16]

Nanba et al. [16] proposed a method for extracting
bibliographic information from lists of references in re-
search papers based on the SVM method. They com-

— PAGE included the page range of a research paper
(e.g., “pp- 1-87, “p. 23”7, “2138-2152").

pared the SVM-based method with the HMM-based method,
and confirmed experimentally that the SVM-based method

— OTHER included other letter strings (e.g., “to ap-
pear”).

A tagged example is given below.

[original]
<OTHER> Z owm#~ 7 v/ 5 LT </OTHER><J-
SOURCE> # 2 3EIFH A v A—hA =gl HrIyL v
2T </J-SOURCE><PAGE> #5 9 4 HHb%6 0 0 &
</PAGE><OTHER> (</OTHER><DATE> 1 9 8 6 4
</DATE><OTHER>) (</OTHER><E-SOURCE>Proc.
of 2 3 rd DAC</E-SOURCE><OTHER>, </OTHER>
<PAGE>pp. 594 -6 00 </PAGE><OTHER>) (ZHW
Tit#i s Tws, </OTHER>

[translation]
<OTHER>This
described in

logic macro expansion method was

</OTHER> <J-SOURCE>proceedings
of the 23" Design Automation Conference </J-
SOURCE> <PAGE> pages 594-600</PAGE>
<OTHER>(</OTHER> <DATE>1986</DATE>
<OTHER>) ( </OTHER> <E-SOURCE> Proc. of 23"
DAC </E-SOURCE> <OTHER>, </OTHER> <PAGE>
pp. 594-600 </PAGE> <OTHER> ).</OTHER>

Fig. 2 An example of a manually tagged prior art field
Information extraction based on machine
learning

There have been several studies on extracting bibli-
ographic information from lists of references in research
papers. Most of these were based on Hidden Markov
Models (HMMs) [2] [22]. However, we did not use HMMs
in our study, because the state transition model of HMMs
for patent applications is more complex than that for re-
search papers. For example, a title or an author name(s)
is usually written at the beginning of each bibliographic
information string. On the other hand, patent applica-
tions do not follow this pattern, as shown in Figure 1. To
confirm that citations in patents are more complex than

was superior to the HMM-based method. In the same
way, we also used an SVM method. As a machine learn-
ing method, we also examined the Conditional Random
Fields (CRF) method, whose empirical success has been
reported recently in the field of natural language pro-
cessing.

Both the SVM- and CRF-based methods assign a
class to each word. Features and tags are given in the
SVM and CRF methods as follows: (1) the k tags occur
before a target word, (2) k features occur before a target
word, and (3) k features follow a target word (Figure 4).
We used values of £ = 2 and k£ = 5 for the CRF and
SVM methods, respectively, which were determined in a
pilot study. Here, we use the following features for ma-
chine learning: a word, its part of speech, and whether
the word was an internal cue, as described in Section
3.2.1.

‘Word POS  Featurel Feature2 Feature3 ... Tag
42 Number 0 0 0 J-SOURCE
= Noun 0 0 0 J-SOURCE
2E Noun O 0 0 J-SOURCE
= Noun 0 0 0 J-SOURCE | |
( Separator 0 0 0 OTHER
TR Noun 0 1 0 DATE
3 Number 0 1 0 DATE
&F Noun 0 1 0 Target
) Separator 0 0 0 Parsing
[l Particle 0 0 0 Direction
g Particle 0 0 0
] Noun 0 0 0 ¥
T A Noun O 0 0

Fig. 4 Features and tags given to the SVM and the CRF

3 There were 65 state transition patterns in patents.
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4 Experiments

To investigate the effectiveness of our method, we con-
ducted the following two examinations: (1) detection of
sentences containing bibliographic information, and (2)
extraction of bibliographic information.

4.1 Detection of Sentences Containing Bibliographic
Information

Data sets

We used the “PIRIOR ART 1” corpus, which was de-
scribed in Table 1 in Section 3.2.1. We manually assigned
“PAPER” tags to 42,073 sentences that contained bibli-
ographic information. Among these sentences, we used
32,537 sentences for training (among these, the “PA-
PER” tags were assigned to 1,186 sentences), and 9,536
sentences for testing (among these, the “PAPER” tags
were assigned to 290 sentences).

Alternatives

We conducted experiments using the following three
methods:

— External cue (a baseline method), for extracting
all sentences containing an external cue.

— Internal cue (a baseline method), for extracting
all sentences containing an internal cue.

— Internal and external cues (a baseline method),
for extracting all sentences containing both internal
and external cues.

— Our method, for extracting sentences based on the
SVM, which used external and internal cues as fea-
tures.

Machine learning

We used the TinySVM* software package as our SVM
learning package. We employed a polynomial kernel with
a degree = 2, which was defined by the following equa-
tion:

K (wi,w) = (@i - w0 +1)7 (1)

Evaluation method
We used the following measures for evaluation.

The number of correctly
extracted sentences

= 2
frecall The number of sentences )
that should be extracted
The number of correctly
o extracted sentences
Precision = (3)

The number of sentences
that the system extracts

* http://chasen.org/ taku/software/ TinySVM

[original]

ek, AT —ERABRIEEIZ ST D, BEHERBUC IV B D RRAEE
B oA L LTiE, Floyd-Steinberg (2 X 530k “An Adaptive
for Spatial Grey Scale” 23F LI TN %.

[translation]

An article “An Adaptive for Spatial Grey Scale” by Floyd-
Steinberg is known as an example of Error Diffusion Method
in colour image processing devices.

Fig. 5 An example sentence that our method could not de-
tect

Experimental results and discussion

Table 2 Experimental results for detecting sentences con-
taining bibliographic information

Precision Recall

External cue 0.079 0.972
(baseline) (282/3555) | (282/290)

Internal cue 0.239 0.921
(baseline) (267/1119) | (267/290)

External and internal 0.261 0.897
cues (baseline) (260/998) | (260/290)

Our method 0.916 0.869
(252/275) (252/290)

Our results are shown in Table 2. The recall scores
were almost the same among the three methods. The
precision score of the “Internal cue” was better than that
of the “External cue”. This indicates that internal cues
are more useful than external cues. A precision score
of “Internal and external cues” is better than “Internal
cue” and “External cue”. Our method obtained the best
precision score. It is considered that the SVM method
can be used to optimize the combination of internal and
external cues.

In Figure 5, we show a typical example of a sentence
that our method could not detect. Most of such sentences
did not contain any sources of papers, because most of
the internal cues were related to the sources of the pa-
pers, such as “Vol.”, “No.”, and “pp.” However, this is
not a serious problem, because such bibliographic infor-
mation is not integrated in PRESRI due to the lack of
bibliographic information.

4.2 Extraction of Bibliographic Information

Machine learning
As shown in Figure 4, both the SVM- and CRF-based
methods assign one of the nine tags (classes) described in
Section 3.2.2 to each word. We used the pairwise classifi-
cation method and a polynomial kernel with a degree = 2
for classifying multiclasses using the SVM binary classi-
fier. We used the YamCha® software package, which spe-
cializes in text chunking based on TinySVM software. As
another example of a machine learning method, we also
used the CRF++45 software as a CRF learning package.
® http://cl.aist-nara.ac.jp/ taku/software/yamcha/
5 http://www.chasen.org/ taku/software/ CRF++/
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Data sets

We used the “PIRIOR ART 2” corpus shown in Table
1 described in Section 3.2.1. We manually assigned tags,
using the process described in Section 3.2.2, and obtained
3,000 tagged sentences. Then, we performed a ten-fold
cross validation test.

Evaluation method

We used Recall and Precision for evaluation. We con-
sidered an entry correct if the alphabet, number, and
hiragana, katakana, and kanji characters (Japanese text
only) in the system output matched those in the correct
data. An example of our evaluation is shown in Table
3. In this example, both E-SOURCE and DATE data in
the system output are correct, because the difference be-
tween the correct data and the system output were the
separators * <7, ¢” 7 and ‘).

Experimental results and discussion

Table 4 Experimental results obtained by extracting bibli-
ographic information from citations of prior art

YamCha CRF++

Precision Recall Precision Recall

Author 0.720 0.787 0.872 0.857

English Source 0.752 0.787 0.805 0.799
Title 0.763 0.901 0.746 0.903

Author 0.742 0.715 0.885 0.765

Japanese Source 0.733 0.662 0.834 0.736
Title 0.868 0.880 0.848 0.881

Page 0.941 0.932 0.973 0.973

Date 0.897 0.897 0.932 0.921
| Average [ 0802 [ 0822 | 0862 [ 0.854 |

The results obtained are shown in Table 4. As can be
seen from the data in Table 4, the performance of the
CRF++ package was better than that of the YamCha
package. Among the eight types of field, “Source” and
“Title” performed worse using the CRF++ method.

Among the results of the CRF++ technique, the ex-
traction of English titles performed the worst. An exam-
ple of such cases is shown in Figure 6. In this example,
the title of the paper is not shown. Instead, both the con-
ference name (Automated IC Manufacturing) and the
source (“ECS Fall Meeting”, Vol. 88-2, p. 566(1988)) are
shown in different parts. In this case, our method mis-
took “Automated IC Manufacturing” as a title. We ob-
served many other similar examples, when expressions,
such as “Society of” or “Association” were not contained
in the sources.

We also show other typical errors in Figure 7. In this
example, both the title (“JYt=1 > E'=—7 1 >* 7 (optical
computing)”) and the source (“1 9 8 94FEFKM, ¥ 5
O [l B P2 P2 (the 50" Annual Meeting
of Japan Society of Applied Physics, 1989 in the fall)”
and “J] SA cat—no: AP8912327) are
shown, but our method mistook the “Source” field (un-
derlined in Figure 6) for the “Title” field. This is be-
cause both the “Source” and “Title” fields consisted of
long character strings without punctuation and symbols.
As such, both fields superficially resembled each other.

;original]

Mz X, LS To®ET A vroaBficonT, kEE
= At % 2 (Electrochemical — Society) =+ fi @ [H g 2 &
lAutomated IC Manufacturing] B W THE S TW D
(“ECS Fall Meeting”, Vol. 88-2, p. 566(1988))

[translation)]

For example, there is an report on the automa-
tion of LSI manufacturing lines (“ECS Fall Meeting”,
Vol. 88-2, p. 566(1988)) in the international conference
“Automated IC Manufacturing” hosted by the Electrochem-

ical Society (Electrochemical Society)

Fig. 6 An example sentence where our method mistakenly
extracted a “Source” field as a “Title” field (Type 1)

[original]

3 v Ea— 2 RPN =ma—nw FHF B REHA
FINTEBY, ZOoOFEMIZOWTEF FRIZRT
19 8 9FHH, %5 0HISHMEERAIEHRS vV R
COLEA T2 AN A Ea—F 427 (JSA cat—
no: AP891232) ([T D

[translation)]

There has been much research into opti-
cal computer devices and optical neuro de-
vices, the details of which will be reported in

the 50" Annual Meeting of Japan Society of Applied
Physics, 1989 in the fall symposium digest “optical comput-
ing” (JSA cat-no: AP891232))

Fig. 7 An example sentence where our method mistakenly
extracted the “Source” field as the “Title” field (Type 2)

To improve these errors, we are now considering using
lists of journal titles and conference names as one of the
features for machine learning.

4.3 Discussion

Effects of two-steps bibliographic information
extraction

We detected cited research papers in patents in two
stages: (1) detection of sentences containing bibliographic
information, and (2) extraction of bibliographic informa-
tion from those sentences. To confirm the effectiveness of
our two step extraction method, we compared it with a
method that did not contain Step 1 (a one-step method).

In the two-step method, we applied two machine learn-
ing methods, SVM and CRF, to the sentences containing
cited papers. In the one-step method, instead of using
only these sentences containing cited papers, we applied
the machine learning methods to all the sentences in the
PRIOR ART 1 corpus, which we described in Section
3.2.1.

The results are shown in Table 5. As can be seen
from the data in Table 5, the results using our method
were much better than those obtained using the one-
step method. This indicates that our two-step method is
effective for detecting cited research papers in patents.

Processing speed

To extract the full bibliographic information from the
100 GB of the PATENT corpus, we needed to operate
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Table 3 Example of evaluation

Correct E-SOURCE DATE PAGE
String [IEAES “1 Solid state technology | 7 | (May 1990 | ) | P149-154 | & %,
(Translation) || (For example) (exists)
System E-SOURCE DATE PAGE

Table 5 Comparison of the two-step and one-step extraction
methods

our method One-step method
(Step 1 and Step 2) (Step 2)
Precision Recall Precision Recall
Author 0.872 0.857 0.539 0.333
English Source 0.805 0.799 0.522 0.354
Title 0.746 0.903 0.571 0.500
Author 0.885 0.765 0.350 0.389
Japanese Source 0.834 0.736 0.488 0.406
Title 0.848 0.881 0.474 0.450
Page 0.973 0.973 0.760 0.702
Date 0.932 0.921 0.606 0.664
[ Average [ 0.862 [ 0.854 | 0.539 [ 0.475 |

using the full sentences in the corpus. To conduct this
process quickly, we divided the corpus into 10 parts, and
ran the assessment using 10 processors. As a result, we
extracted the entire bibliographic information within a
period of one hour.

Experimental results of our bibliographic
information extraction

On considering the complexity and the difficulty of
our task, our experimental results are encouraging. In a
previous stidy, Nanba et al. [16] obtained an accuracy of
87.4% in experiments extracting bibliographic informa-
tion from lists of references. Compared with their task,
our task was more complex, because the bibliographic in-
formation was embedded in natural language sentences
in our task. Nevertheless, our results are close to Nanba’s
figures.

5 System Overview

In this section, we will introduce the overview of our
system.

5.1 Data of the Citation Relationships between Patents
and Research Papers

Using our method, we extracted 86,415 cited papers from
3,496,253 Japanese patent applications published in the
10 years between 1993 and 2002. To grasp the outline
of the data, we classified these cited papers using IPC
codes of each citing patent. The IPC system is a global
standard hierarchical patent classification system that
contains 7,314 main groups, and at least one IPC code
is manually assigned to each patent application.

By counting the number of cited papers for each IPC
code, we can measure the relevance of basic research to
the technology in each domain. The numbers of cited
papers for each IPC code are shown in Table 6. Our
system was used effectively in the fields shown in Table
6.

Table 6 The number of cited papers for each domain

IPC description the number of
‘ code H cited papers
C12N enzyme, biogenetics 12160
HO1L semiconductor, superconduction 10442
A61K medicine, organic compound 8834
C12R alcohol, microorganism 8656
C12P microbial production of compounds 8282
GO6F computer, memory, programming 7604
Co7D penicillin compound 7434
Cco7C low-molecular-weight compound 6825
GO1IN material science 5553
HO4N TV, fax, video tape 4841

5.2 System Behaviour

We integrated cited papers described in Section 5.1 with
PRESRI using the procedure outlined in Section 3.1, and
constructed a system that enables us to retrieve both re-
search papers and patents by key phrases and by cita-
tions.

Figure 8 shows the search results using the key phrase
“BAFIAR (machine translation)”. The checked boxes are
shown at the head of each result. If the user checked the
boxes of relevant papers and selected the “display a ci-
tation graph” command at the bottom of the page, then
PRESRI showed the selected papers along with some re-
lated papers and patents as a visual output, as shown in
Figure 9.

In Figure 9, the dots, squares, and arrows denote the
papers, patents, and citation relationship between docu-
ments, respectively. The title of the paper was shown in
a pop-up window [17] if the user placed the cursor over
a particular dot (i.e., paper) or a square (i.e., patent). If
the user paused the cursor for a period of more than a
second, then the author(s) and an abstract of the paper
were shown along with the title. The citation area was
shown in a pop-up window if the user placed the cursor
over an arrow. From the citation graph of research pa-
pers and patents shown in Figure 9, the user is able to
understand the progress and transition of specific field
studies at a glance. This type of information is helpful
for an efficient survey of a field of study.

Our system may also be useful for various sciento-
metrics studies. For example, the data in the “number
of cited papers for each domain” shown in Table 8 in-
dicate the research fields that have high industrial rel-
evance. These data can be used when a government or
a private company makes decision for the allocation of
research funds to a particular field. Another example is
in identifying important fundamental research from an
industrial viewpoint using bibliometric techniques.
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Fig. 9 Citation relationships between research papers and patents

6 Conclusions

We have integrated research papers and patents by
analysing the citation relationships between them. In
this work, we focused on the detection of cited research
papers in patents in two ways: (1) detection of sentences
containing bibliographic information, and (2) extraction
of bibliographic information from those sentences. We
obtained a precision of 91.6% and a recall of 86.9% in
Step 1, and a precision of 86.2% and a recall of 85.1% in
Step 2.

Our task was more complex than Nanba’s task of ex-
tracting bibliographic information from lists of references
[16], because the bibliographic information was embed-
ded in natural language sentences in our task. Neverthe-
less, our experimental results almost reached the 87.4%,
accuracy score obtained in Nanba’s experiments. There-
fore, we consider that our results are encouraging.

In future work, we need to improve our method of
identifying duplicate bibliographic information between
research papers and cited papers in patents. As we de-
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scribed in Section 3, there are many related works or
systems for this task [6,8,7].

We will also need to study identification of the types
of patent citations. As Schmoch reported [21], there are
at least two types of patent citations: (1) documents of
particular relevance, and (2) references concerning the
general background. Automatically identifying the for-
mer type of citations is required if our system is to be
used for invalidity searches and scientometric research.
There has been related research into identifying types of
citations in research papers [14][23]. This research may
provide clues to identify types of patent citations.

Appendix

Here, we show the list of cue phrases used for the detec-
tion of sentences containing bibliographic information.

Positive cues
— External cues appeared before, or after a citation

of a paper, e.g., “Bl 21X (for example)”, “3CHk (ar-
ticle)”, “& LT (as)”, “ GC#l (written)”, “BH7= (dis-
closed)”, “IR 5TV D (described)”, “ZH (re-
ferred)”, “FCif (described)”, “¥# (published)”, “
T (introduced)”, “#2% (proposed)”, “HIH AL T
% (is known)”, “/RSIL TV % (is presented)”, “F
3 (article)” “—#1 (one such example)”, and “IZ7
# (described in)”.

— Internal cues appeared in the citation of a paper,

e.g., “Tm3GEE (journal)”, “X£ (meeting)”, “*F% (as-
sociation)”, “proceedings of”, “journal”, “workshop”,

“conference”, “university”, “international”, “sympo-
sium” | “transaction”, “letters”, “pp.”, “p.”, “vol.”, ¢
% (vol.)”, “%5 (no.)”, “no.”, “~—=3 (pages)”,
“(19]20)** (four digits of numbers)”, “4F (year)”, “
« n, “ ]'n, “J n, 44[77, :c]n’ and :c)n

Negative cues did not appeared in sentences that cited
research papers,

e.g., “Bi#l (newspaper article)” and “4#¥#F (patent)”.
In other words, sentences that contained negative cues
should not be detected.
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